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Decades of psychological research have demonstrated that intuitive judgments are often unreliable,
thanks to their inflexible reliance on limited information (Kahneman, 2003, 2011). Research on the
computational underpinnings of learning, however, indicates that intuitions may be acquired by
sophisticated learning mechanisms that are highly sensitive and integrative. With this in mind,
Railton (2014) urges a more optimistic view of moral intuition. Is such optimism warranted?
Elsewhere (Greene, 2013) I’ve argued that moral intuitions offer reasonably good advice concerning
the give-and-take of everyday social life, addressing the basic problem of cooperation within a ‘‘tribe”
(‘‘Me vs. Us”), but that moral intuitions offer unreliable advice concerning disagreements between
tribes with competing interests and values (‘‘Us vs. Them”). Here I argue that a computational
perspective on moral learning underscores these conclusions. The acquisition of good moral intuitions
requires both good (representative) data and good (value-aligned) training. In the case of inter-tribal
disagreement (public moral controversy), the problem of bad training looms large, as training
processes may simply reinforce tribal differences. With respect to moral philosophy and the
paradoxical problems it addresses, the problem of bad data looms large, as theorists seek principles
that minimize counter-intuitive implications, not only in typical real-world cases, but in unusual,
often hypothetical, cases such as some trolley dilemmas. In such cases the prevailing real-world rela-
tionships between actions and consequences are severed or reversed, yielding intuitions that give the
right answers to the wrong questions. Such intuitions—which we may experience as the voice of duty
or virtue—may simply reflect the computational limitations inherent in affective learning. I conclude,
in optimistic agreement with Railton, that progress in moral philosophy depends on our having a
better understanding of the mechanisms behind our moral intuitions.

� 2017 Elsevier B.V. All rights reserved.
1. Introduction

How reliable are our moral intuitions? Under what circum-
stances should we accept or reject their advice? And what,
exactly, is the alternative to intuitive moral judgment? Are not
all judgments ultimately grounded in intuition? These questions
are central to scientifically informed discussions of normative
ethics. In an insightful and illuminating recent paper, Peter
Railton (2014) argues that some researchers, myself among
them, have painted a philosophical portrait of moral intuition
that is too unflattering. Railton argues that moral intuition need
not be ‘‘fast” and ‘‘automatic”, and therefore need not be
correspondingly myopic or biased. He draws on psychological
and neuroscientific research showing that affective intuitions
are the products of sophisticated learning systems that are both
flexible and integrative (Behrens, Woolrich, Walton, &
Rushworth, 2007; Grabenhorst & Rolls, 2011; Quartz, 2009;
Schultz, Dayan, & Montague, 1997; Singer, Critchley, &
Preuschoff, 2009; Tobler, O’Doherty, Dolan, & Schultz, 2007).
These learning systems, he argues, attune us to the subtle con-
tours of the decision landscape, and the intuitions generated by
these systems embody their hard-won wisdom.

Here I offer a friendly counterpoint to Railton’s optimistic
assessment of moral intuition. He and I have, I think, no fundamen-
tal disagreement concerning the strengths and limitations of affec-
tive learning and the intuitive judgments that such learning
supports. Instead, our disagreement is one of emphasis, but
nonetheless significant for that. In what follows I briefly review
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Railton’s case for optimism. I then present a framework for assess-
ing the general strengths and weaknesses of intuitive judgment,
focusing on the distinction between model-based and model-free
strategies for learning and deciding (Crockett, 2013; Cushman,
2013; Sutton & Barto, 1998). Drawing on this framework, I explain
why even very sophisticated learning processes can produce intu-
itive judgments that are systematically misguided. I then return to
the key normative question and argue that one’s assessment of
moral intuition will depend on one’s goal as a moral thinker: Is
the goal to organize and justify our most central and widely shared
moral practices? Or is it to help us solve moral problems, to answer
the moral questions that divide us?

If one believes, as I do, that the primary aim of moral philosophy
should be to solve moral problems, then it makes sense to empha-
size the limitations of our moral intuitions, including intuitions
produced by sophisticated learning processes. This is because
moral philosophy, so conceived, must focus on cases of moral dis-
agreement, both across people (moral controversies) and within
people (moral paradoxes). In such cases, we should expect our
moral intuitions—including intuitions generated by sophisticated
learning processes—to fail us often. Finally, I close with some opti-
mistic remarks concerning a conclusion on which Railton and I
agree: Understanding the mechanics of moral intuition is not only
a worthy scientific endeavor, but also essential for progress in
moral philosophy.
2. Attunement and the optimistic view of moral intuition

In keeping with a long philosophical tradition (Aristotle, 1941),
Railton argues that intuition can be sophisticated, flexible, and
generally smart, reflecting a lifetime of hard-won experience.
(See also Haidt, 2003; Pizarro & Bloom, 2003). This view is
presented in contrast to a seemingly more pessimistic view of
moral intuition (Greene, Sommerville, Nystrom, Darley, & Cohen,
2001; Greene, 2013; Haidt, 2001, 2012; Singer, 2005), and intuition
more generally (Kahneman, 2003, 2011), according to which
‘‘fast”, ‘‘reflexive”, ‘‘point-and-shoot” intuitions often bias our
judgments.

To illustrate his argument for optimism, Railton describes the
case of a defense attorney, in the midst of a murder trial, whose
highly attuned intuitions enable her to win an important legal
and moral victory. Despite the overwhelming strength of the evi-
dence she has set before the jury, she senses that she is failing to
reach them. An inner voice, which grows increasingly persistent,
tells her that she must cast aside her trademark detached, meticu-
lous style and instead speak from the heart. And so she does, draw-
ing up powerful words from a previously untapped reservoir of
conviction. She meets each juror’s eyes and one by one conveys
to them the simple truth she feels in heart. And thus she wins
the case.

A key feature of this example is that the protagonist, while
relying heavily on her burgeoning jurist’s intuitions, was not
merely acting in a ‘‘fast”, ‘‘automatic”, ‘‘point-and-shoot” way.
Indeed, she cast aside her habitual detached style, which the jury
perceived as cold and condescending. Nor did she arrive at her
winning strategy simply by reasoning from the observable facts.
Instead, her winning performance was the product of an
extended dialogue between her conscious reasoning and her, at
times inexplicable, gut feelings about how (not) to win the case.
Critically, these feelings were not generic reflexes and certainly
not innate responses. Instead, these feelings reflected the lessons
of a broad range of experiences, the significance of which she
could only dimly appreciate at the outset. In short, she suc-
ceeded by relying, in a thoughtful way, on her sophisticated,
well-attuned intuitions.
Please cite this article in press as: Greene, J. D. The rat-a-gorical imperative: Mo
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This example is fictional, but Railton also provides ample
empirical support for the psychological lessons he draws from this
case. A great deal of evidence indicates that humans, like other
mammals, have a core set of systems for affective learning that
are flexible, highly attuned to the available evidence, and therefore
likely to produce behavior that we would naturally regard as
rational (Behrens et al., 2007; Grabenhorst & Rolls, 2011; Quartz,
2009; Schultz et al., 1997; Singer et al., 2009; Tobler, O’Doherty,
Dolan, & Schultz, 2007). Railton focuses on recent advances in
cognitive and computational neuroscience, but classic studies of
expert judgment (Chase & Simon, 1973; deGroot, 1946/1978) make
the same point: After years of learning from experience, chess
experts, for example, can intuitively ‘‘see” certain moves as good
and fail to even consider the bad moves favored by lesser
players.

With this view of intuitive judgment in the background, Rail-
ton reviews some classic hypothetical scenarios from the moral
psychology and philosophy literatures. He considers Haidt’s case
of Mark and Julie, the adult brother and sister who decide to
have sex, just once, using multiple forms of birth control, in
hopes that they will enjoy it and become closer (Haidt, 2001;
Haidt, Bjorklund, & Murphy, 2000). People typically respond to
this case with disgust and vigorously condemn Mark and Julie’s
behavior. What’s more, people typically stand by their condem-
nation, even as they struggle to articulate a coherent justification
for it—a phenomenon that Haidt calls ‘‘moral dumbfounding”.
From this, one might conclude that people’s stubborn adherence
to their affective intuitions is ‘‘dumb”, but Railton disagrees. In
Haidt’s telling, things work out well for these siblings, but as
Railton observes, their behavior was nonetheless reckless and
foolish. They were, as he puts it, playing Russian roulette with
their relationship. People’s insistent condemnation of this behav-
ior may not be dumb at all, even for people who struggle to
articulate the reasons behind it.

Railton’s more general conclusion after considering the avail-
able scientific research, some classic cases form the ethics litera-
ture, and his own extended example is that our moral intuitions
are smarter than many have thought, implicitly reflecting the
hard-won benefits of experience.
3. Intuitions as learned, flexible, and integrative: some
clarifications

Before moving on to a more detailed consideration of the
strengths and limitations of learned intuitions, I’d like to make
three clarifications concerning my previously stated views, which
Railton contrasts with his own. The first clarification concerns
the respective roles of domain-general processes for learning and
deciding versus domain-specific decision processes that are highly
genetically constrained. The second and third clarifications con-
cern the ways in which intuitive judgments, in general, are and
are not flexible and integrative.

While I have at times emphasized the likely role of genetic
influences on intuitive moral judgment (Greene, 2003, 2013;
Greene & Haidt, 2002, chap. 1–2), I’ve long maintained that moral
intuitions depend critically on learning (Greene, 2002, 2013, chap.
3). With respect to this question of ‘‘nature vs. nurture”, trolley
dilemmas (Foot, 1967; Greene et al., 2001; Thomson, 1985) in par-
ticular present an interesting case. This is because they elicit
responses that are, in some respects, surprisingly consistent across
cultures (Hauser, Cushman, Young, Kang-Xing Jin, & Mikhail,
2007). More specifically, people from a wide range of cultures typ-
ically judge that it’s worse to save five lives by pushing the man off
the footbridge than by hitting a switch that turns the trolley onto
one person. What’s most interesting is that this consistency
ral intuition and the limits of affective learning. Cognition (2017), http://dx.
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appears in the apparent absence of explicit teaching or accessible
knowledge of the principles that govern such patterns (Cushman,
Young, & Hauser, 2006; Hauser et al., 2007). Consistent with this,
very few people can provide a coherent justification for distin-
guishing between these two cases (for example, by appealing to
the distinction between means and side-effect). The apparent uni-
versality of the footbridge-switch effect, combined with people’s
widespread inability to explain why these two cases ought to be
judged differently, has prompted some to posit the existence of a
dedicated and innate ‘‘universal moral grammar” (Hauser et al.,
2007; Mikhail, 2000, 2011).

For over a decade, the empirical evidence has consistently
shown that there is no single cognitive system, let alone an
innately configured single system, responsible for producing this
widely observed pattern of judgment. Instead the evidence, which
I will not review here, favors a dual-process view (Cushman, 2013;
Greene, 2013, 2014a, 2014b; Greene et al., 2001; Koenigs et al.,
2007). While I have from the outset rejected single-system theo-
ries, I have at times (Greene, 2007; Greene & Haidt, 2002) sug-
gested that the negative reaction to causing ‘‘personal” harm, as
in the footbridge case (Greene et al., 2001, 2009), reflects a
domain-specific, innately supported affective response. My view
on this question has since shifted. Following Cushman (2013)
and Crockett (2013), I’m increasingly convinced that learning1

plays a dominant role in generating these patterns of judgment
and that whatever genetic influences are at work—which may be
very important—are likely operating on domain-general cognitive
systems (Greene, 2014b; Shenhav & Greene, 2010), rather than on
a domain-specific ‘‘module” related to morality, or to causing per-
sonal harm more specifically.2 However, as I will explain below, if
it turns out that these patterns of judgment depend more on learn-
ing and less on genes, or depend entirely on domain-general pro-
cesses rather than one or more domain-specific ones, that may not
do much to vindicate them.

Next, what about the characterization of intuition as ‘‘fast” and
inflexible, rather than ‘‘slow” and integrative? Here, despite
appearances, I have no substantive disagreement with Railton.
We both agree that ‘‘fast”, automatic responses serve as inputs
into judgment, and neither of us believes that such responses
by themselves determine our judgments. For example, in respond-
ing to the footbridge case, the judgment is not automatically
determined by whether the judge has an automatic negative
response to pushing the man to save the five. Instead, the judg-
ment will depend on whether and to what extent one relies on
that response as it competes with the utilitarian thought that
it’s better to save more lives. (See also Kahneman (2003), who
distinguishes the ‘‘System 1” responses that inform and often
dominate judgment from the explicit judgments themselves,
which always involve ‘‘System 2”.) The distinction between
having intuitions and relying on intuitions is illustrated by stud-
ies employing the Cognitive Reflection Test (Frederick, 2005) to
1 Here by ‘‘learning” I mean learning in the ordinary sense of learning over an
individual lifespan. However, even innately specified stimulus-response mappings
(‘‘Pavlovian” responses, which may or may not involve Pavlovian conditioning)
involve learning on an evolutionary time scale.

2 In Greene (2013, pp. 224–240) I refer to this hypothesized module as the ‘‘myopic
module”. Consistent with the evidence provided previously, I continue to believe that
the mechanism responsible for attaching negative affective values to prototypically
violent actions (such as pushing people off of footbridges) is myopic, with its
blindness to side effects, etc. However, I now think it’s a bit misleading to call this
mechanism a ‘‘module”, as the ‘‘module” seems to be our domain-general system for
habitual control of behavior (Crockett, 2013; Cushman, 2013). With that said, this
system is modular in certain key respects, and what matters for normative purposes
is the myopia, not the domain-specificity of the mechanism. If all of this is correct, it
implies that the blindness to side effects observed in the switch/footbridge contrast is
in fact a general feature of the model-free learning system.
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measure and manipulate (Pinillos, Smith, Nair, Marchetto, &
Mun, 2011) people’s style of moral judgment (more intuitive vs.
reflective) (Paxton, Bruni, & Greene, 2014; Paxton, Ungar, &
Greene, 2012). These results indicate that people’s moral judg-
ments are influenced by whether they are in general, or at the
moment of decision, disposed to rely on their intuitive responses.
Consistent with this, a recent fMRI study (Shenhav & Greene,
2014) dissociates a more reflexive emotional response that
depends on the amygdala (‘‘How bad do I feel about pushing?”)
from a more integrative and reflective (but still affective)
weighing process that depends on the ventromedial prefrontal
cortex (‘‘Does saving four extra lives justify doing this terrible
thing?”). And, of course, as decisions get more complicated
(without the simplifying assumptions of hypothetical dilemmas)
there will be more intuitive inputs, more complex assessments
of likely consequences, and more affective integration over the
above.

Thus, it seems that difficult decisions, moral and otherwise, typ-
ically involve a deliberative dialogue between ‘‘fast” automatic
processes and ‘‘slow” controlled processes. (See also Cushman,
2013.) Such deliberative processes are flexible and integrative in
the sense that they involve a conscious and controlled considera-
tion of multiple inputs. However—and this is the point I have long
emphasized (Greene, 2003, 2007, 2013, 2014a)—some of these
inputs are ‘‘fast”, inflexible, and often decisive. As one deliberates
about trolley dilemmas, for example, a typical person has no choice
but to find the action in the footbridge case more emotionally dis-
turbing than the action in the switch case. And while it is possible
to ignore or override that emotional signal, most people do not.
More generally, and despite our capacity to do otherwise, our
inflexible ‘‘fast” responses often dominate our moral judgments
(Haidt, 2001, 2012).

Finally, I would like to distinguish between flexibility in the for-
mation of an intuition and the flexibility of an intuition at the time
of its deployment in judgment. As Railton observes, the learning
mechanisms that produce intuitive responses may be highly flexi-
ble in that they integrate over a broad and temporally extended
range of experiences during the learning process. But in the moment
of decision, the intuitive response itself may be ‘‘fast” and corre-
spondingly inflexible. Once again, you can override your horror
at the thought of pushing the man off the footbridge, but you can’t
make the horror disappear. It is this inflexibility, present at the
time of decision, that matters most when we are considering the
limitations of intuitive judgment.
4. Learning and the limits of affective intuition

We’ll agree, then, that intuitive judgments can be smart, reflect-
ing a rationally defensible integration of knowledge gained from
past experience. Here one might be tempted to reserve this praise
for intuitions acquired through one’s own learning, but that would
be a mistake. Individual learning, social/cultural influence, and
genetic influence all reflect trial-and-error learning. It is only the
time scales and transmission mechanisms that differ. For example,
an animal with an innate fear of its natural predators has benefit-
ted from the trial-and-error experience of its ancestors (or would-
be ancestors), and the lessons embodied in its instincts may be
superior to whatever lessons it might draw from its own limited
experiences. In the sense that’s relevant here, all intuitions are
learned, and all intuitions can be smart thanks to the learning they
embody.

If our learned intuitive judgments are so smart, why, then, do
we ever need anything else? Because there are some things that
intuitive judgment simply can’t do. To acquire a good intuitive
response through learning requires (at least) two things. First, it
ral intuition and the limits of affective learning. Cognition (2017), http://dx.
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requires good data, by which I mean a sufficiently representative
set of cases from which to learn. Second, it requires a good trainer,
by which I mean a mechanism (which need not be a human tea-
cher) that provides evaluative feedback that is aligned with the
values that we—the ultimate evaluators, whoever we happen to
be—hold. If a learning process lacks one of these features, the
resulting intuitions will be unreliable.

In considering what counts as ‘‘good data” and ‘‘good training”,
two points deserve special attention. First, whether a set of training
cases is ‘‘sufficiently representative” depends not only on the train-
ing cases themselves, but also on the kinds of problems one hopes
to solve after training. Learning to fish in the Caribbean may pro-
vide adequate training for fishing in the Mediterranean, but may
not provide adequate training for ice fishing in Manitoba. Second,
whether the feedback delivered during training constitutes good
training is relative to one’s ultimate goals. To learn how to fish,
it’s not enough to encounter a broad range of fish, similar to those
available in the target environment. The fishing instructor must
know which fish are worth catching and inform her trainees
accordingly. And what counts as worth catching may vary from
one fishing operation to the next, depending, for example, on
whether the goal is to catch fish that are tasty, marketable, sustain-
able, or challenging to reel in.

Critically, a decision-maker who lacks intuitions that are
informed by adequate learning is not necessarily out of luck. It
may be possible to make one’s choice, not based on one’s feelings
about the available actions, but based on an explicit goal and an
explicit understanding of which actions are most likely to achieve
that goal. For example, a fishing enthusiast who has never before
gone sport fishing might deploy methods that are very different
from any she has previously used. This first-time sport fisher might
rely on some old fishing habits while suppressing others, but the
overall strategy may be based on an explicit goal and an explicit
plan for achieving it, not a general reliance on intuition.

These lessons are illustrated and made more precise by the dis-
tinction, originally drawn by computer scientists, between model-
based and model-free reinforcement learning (Sutton, 1988;
Sutton & Barto, 1998). In what I regard as a very important recent
development, two researchers (Crockett, 2013; Cushman, 2013)
have independently proposed that dual-process moral psychology,
and dual-process psychology more generally, are best explained in
terms of the more basic computational distinction between model-
based and model-free algorithms for leaning and deciding. I will
now briefly summarize the key ideas behind this distinction before
returning to moral psychology.

Model-based learning involves accumulating information about
the decision environment and using that information to build a
causal model of that environment. For example, a rat in a maze
might learn to obtain a reward by exploring the maze and building
an internal map of the maze, which includes the location of the
reward. Critically, a map is an integrated causal model, encoding
information concerning the expected effects of moving in various
directions from various starting points. When a rat with an internal
map revisits the maze, it can use its map to guide it toward
rewards and away from hazards. Spatial maps are causal models,
but a causal model need not be a spatial map. For example, one
can learn to operate a machine by constructing an explicit under-
standing of what its various levers and buttons do and which
actions are necessary to achieve a given result. Model-based learn-
ing and decision-making corresponds to what we would naturally
identify as reasoning and planning: using an understanding of how
the world works to identify a sequence of actions that will get one
to one’s goal.

Model-free learning and decision-making work in a funda-
mentally different way. Instead of building an explicit model of
the world, model-free learners attach positive or negative values
Please cite this article in press as: Greene, J. D. The rat-a-gorical imperative: Mo
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directly to actions (or action-context pairs) based on whether
and to what extent those actions have been rewarded in the
past. For example, if a rat stumbles upon the rewarding cheese
after making a right turn out of a red room, the next time it
finds itself in the red room (or a similar room) it will feel an
urge to turn right. It will feel this way, not because it knows
(i.e. explicitly represents) that the next room contains a reward,
but simply because the delivery of the previous reward attached
a good feeling to the action that produced the reward. Critically,
these learned habitual responses can be chained together to pro-
duce adaptive sequences of actions, using what is known as tem-
poral difference reinforcement leaning (TDRL). The rat can
represent the arrival in the red room (which puts it one move
away form a reward) as a reward in itself. Then, if the rat sub-
sequently enters the red room by turning left from a blue room,
it can acquire a positive feeling about turning left in the blue
room and encode a subsequent arrival in the blue room as
rewarding, thus setting up the next step in the learning process.
By chaining together a set of context-dependent habitual
responses, the rat can learn to wind its way through a maze to
a reward. In so doing, it’s guided not by an understanding of
where it’s going and how it’s getting there, but simply by feel-
ings that tell it what to do at each stage of the process.3

Neither strategy, model-based or model-free, is inherently
superior to the other. Instead, these strategies have their respec-
tive strengths and weaknesses. Model-based learning and
decision-making is computationally expensive. A model-based
reasoner must store a lot of information about the environment
(the causal model) and, when deciding what to do, must search
through the entire decision tree to identify a sequence of actions
that will realize the goal. (A complete search is necessary if the
agent desires an optimal solution and has no algorithms avail-
able for simplifying the search process.) The model-free strategy,
by contrast, is computationally cheap. The model-free agent
need not store a map of the whole territory. Instead, it can sim-
ply associate positive or negative feelings with action-context
pairs. And, more importantly, the model-free agent need not
search through a complex tree of possible action sequences. It
can simply choose the action that feels best at any given
moment.

An important corollary to the increased computational costs of
the model-based strategy is the increased probability of error. For
every additional step involved in acquiring, maintaining, searching
through, and optimizing over a causal model of an environment,
there is an additional opportunity to make a mistake. In a world
in which model-free learning will suffice, the model-based agent
runs the risk of ‘‘over thinking”.

The model-based strategy, while disadvantaged by its computa-
tional expenses, has the advantage of flexibility. Returning to our
hypothetical rat, if the location of the reward changes, or if the
starting location changes, or if the learned pathway is suddenly
blocked, the model-free rat may have to start over, and under
the burden of counterproductive habits. By contrast, a model-
based rat that has mapped out the territory can adjust to these
changes simply by updating its map to account for a new goal loca-
tion, new starting point, or a newly blocked (or opened) passage.
And there is, as one might expect, evidence that rats can, in a lim-
ited way, engage in model-based learning and decision-making
(Moser, Kropff, & Moser, 2008; Tolman, 1948). Such instances of
model-based learning and decision-making are limited, however,
in that they are domain-specific and, correspondingly, do not
ral intuition and the limits of affective learning. Cognition (2017), http://dx.
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involve the kind of ‘‘slow”, highly flexible and multimodal execu-
tive processing supported by the prefrontal control network in
humans.

A related disadvantage of the model-free approach is that a
model-free agent can’t act in an explicitly goal-directed way and
therefore cannot prospectively consider, or reconsider, the value
of a goal or sub-goal. Cushman (2013, pg. 279) explains:

The contrast between these algorithms is elegantly captured by
the devaluation procedure, a well-studied behavioral paradigm
(e.g., Dickinson, Balleine, Watt, Gonzalez, & Boakes, 1995). A rat
is trained to press a lever to obtain a food reward. During train-
ing, the rat is kept on a restricted diet to motivate performance.
But then a critical test is performed: The rat is taken out of the
apparatus, fed until it shows no more interest in food, and then
immediately returned to the apparatus. Under some conditions,
it is observed to resume pushing the lever, even though it now
has no desire for food. In other words, although the food reward
has been ‘‘devalued” through satiation, the habitual behavior
remains intact. This apparently irrational action is easily
explained by a model-free mechanism. The rat has a positive
value representation associated with the action of pressing
the lever in the ‘‘state” of being in the apparatus. This value
representation is tied directly to the performance of the action,
without any model linking it to a particular outcome. The rat
does not press the lever expecting food; rather, it simply rates
lever pressing as the behavioral choice with the highest value.
A model-based algorithm, in contrast, has the capacity to
recognize that the specific outcome associated with
pressing the lever is food. Thus, because the rat does not desire
food, it would place little value on the action of pressing the
lever.
4 I wish to highlight a potentially misleading feature of the camera analogy. The
camera’s automatic settings do not change once it’s left the factory, but people’s
‘‘automatic settings” are constantly evolving through learning. With that in mind, a
better analogy would be a ‘‘smart” camera that adjusts its automatic settings based on
user feedback, such as which photos are kept vs. deleted. (Thanks to an anonymous
reviewer for this suggestion.) The key point, however, is that at the time of decision
one is stuck with the automatic settings that one has, regardless of how circum-
stances might have changed. See above [pg. XX] regarding flexibility in the
deployment vs. acquisition of intuitive responses.
Here, it’s not the decision environment that’s suddenly changed,
but the rat and its values.

Some rat decisions involve competing values. Suppose that a rat
is first trained repeatedly to obtain and consume a food reward.
Then, a substance that induces nausea a few hours post-
consumption is added to the food. Because the rat is already in
the habit of eating the food, guided by model-free learning, it
may take several bouts of nausea for the rat to learn that the food
is no longer worth eating. By contrast, a rat with more minimal
prior training, and therefore more model-based in its decision-
making, will more quickly adjust to this new reality and stop eat-
ing the tainted food (Adams & Dickinson, 1981).

Thus, a creature may decide poorly if it’s slow to adjust to a
changing world. However, even in a perfectly stable environ-
ment, a creature can go terribly wrong if it fails to pick up on
the right cues. Suppose that a rat’s favorite food is tainted with
a potent poison, undetectable to the rat, which builds up slowly
in the rat’s system over long periods of time and ultimately
causes death. Here, the problem is not that the rat’s world has
changed (as in a relocated reward) or that what’s good for the
rat has changed (as in ‘‘devaluation” through satiation). Instead
there is a more fundamental misalignment between subjective
reward and value. In this world, the rat’s brain provides bad
training, mistaking something very bad for something very good.
(I’m here putting aside legitimate questions concerning the nat-
ure of the ‘‘the good” for rodents.) This erroneous reward signal
would be a problem for any rat, whether it’s relying on a model-
based strategy or model-free strategy. Nevertheless, there is a
sense in which a model-based rat is closer to a solution. If only
the model-based rat could understand English, you could explain
to it that, in this case, indulging his tastes will lead to conse-
quences that the rat would regard as very, very bad. A rat with
a model has the cognitive infrastructure necessary to represent
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consequences, the values of consequences, and the causal rela-
tions between actions and consequences. To avoid this horrible
death, a model-based rat would ‘‘simply” need to expand its
model. By contrast, if you were to attempt to inform and reason
with a model-free rat about this problem, it would respond to
your exhortations about poisonous cheese like this: ‘‘Hey! Nice
lever!”. The only way to persuade a model-free rat would be
to add some nausea-inducing stuff to its favorite food until its
learned its life-saving lesson. Of course, it’s a bit silly to talk
about rats that speak English, but not as silly as one might think.
This is because humans speak English (among other languages)
and we, like our distant rodent cousins, must ultimately rely
on some combination of model-based and model-free strategies
for learning and deciding. More on this shortly.

All of this points, now in a more precise way, to the conclu-
sions outlined above and suggested by an analogy I’ve presented
earlier (Greene, 2013, 2014a): Our intuitions are like the auto-
matic settings on a digital camera (‘‘portrait mode” ‘‘landscape
mode”). They are efficient, but inflexible. By contrast, our capac-
ity for deliberation is like a camera’s manual mode, in which all
of the relevant settings can be adjusted by hand. The manual
mode is very flexible, allowing one to set a goal and devise
and implement a plan for achieving it—that is, to use an explicit
model. But the manual mode is not very efficient, and it intro-
duces additional opportunity for error. As the camera analogy
suggests, it’s not that intuition (‘‘automatic settings”) is inher-
ently bad or that deliberation (‘‘manual mode”) is inherently
good, or vice versa. It may be perfectly sensible (and unavoid-
able) to rely on one’s intuitive ‘‘automatic settings” most of the
time. These two approaches to judgment and decision-making
are just different, with complementary strengths and
weaknesses.4

Our computational perspective on learning allows us to flesh
out this analogy a bit more: First, intuitive decision-making is
likely to fare poorly in a changing world. More specifically, intu-
itions do poorly when the causal relationships between actions
(in context) and consequences differ between the world in which
the intuitions were acquired and the world in which they are
subsequently deployed. This is illustrated by the model-free rat
whose string of habitual responses cannot easily adjust to a relo-
cated cheese. Second, even in a stable world, affective learning
does poorly when there is a mismatch between the values
implicitly embodied in the training/learning process and the val-
ues of the agent. This point is illustrated by the rat who contin-
ually eats poisoned food because it has received no signal urging
it to do otherwise. (Once again, this kind of bad training can be a
problem for model-based rats as well if the model is incomplete.
See footnote 5).

Critically, these conclusions reflect fundamental limitations on
intuitive, affective decision-making. Model-free learning strategies
can get far more sophisticated than those described here (e.g.,
Mnih et al., 2015), but no matter how sophisticated a learning pro-
cess is, if it informs decision-making by attaching values directly to
actions based on prior reward history, then it will be subject to
these limitations. No intuitive decision-maker can overcome the
ral intuition and the limits of affective learning. Cognition (2017), http://dx.
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problems that result from unrepresentative training data or from a
training algorithm with misaligned values.5

What’s more, this is not just a problem for decisions that are
immediately determined by ‘‘fast” intuitive responses. It applies,
as suggested above, to slower, more deliberative decisions that
are influenced by ‘‘fast” inputs. One might hope that a more
extended deliberative process will weed out the bad intuitive
inputs and boost the good ones, but there is no reason why this
has to be (Greene, 2014a). In the absence of some explicit
(model-based) understanding of how our intuitions are likely to
go wrong, an integration over good and bad inputs may simply
produce a judgment that is a compromise between good and bad
inputs. And if the bad inputs enter with greater strength, they
may simply dominate the decision, however extended and integra-
tive that decision process may be. As computer scientists say, it’s
GIGO: garbage in, garbage out.
5. Two goals of moral philosophy

What, then, does this mean for moral philosophers and others
who aspire to answer moral questions? Let’s retrace the argu-
ment’s main thread: Some researchers have raised doubts concern-
ing the reliability of intuition in general (Kahneman, 2003, 2011)
and moral intuition more specifically (Greene, 2007, 2013,
5 Here and throughout, I follow Cushman (2013) and Crockett (2013) in aligning
intuition with decision-making based on model-free learning while aligning explicit,
conscious reasoning—in particular, reasoning based on the evaluation of conse-
quences and the deployment of beliefs about causal relationships between actions
and consequences—with model-based decision-making. I think this is defensible, for
reasons given here, and more elaborately by Cushman and Crockett. However, there is
a noteworthy wrinkle. Judgment driven by model-free learning is necessarily
intuitive, and explicit reasoning about actions, values, and consequences is neces-
sarily model-based. However, some judgment driven by model-based learning may
also be intuitive. A prime example is the model-based navigational system employed
by mammals such as rodents (Moser et al., 2008; Tolman, 1948) and humans (Doeller,
Barry, & Burgess, 2010). Despite employing a cognitive map, rats are presumably not
deploying the kind of ‘‘slow”, domain-general reasoning abilities enabled by the
human fronto-parietal control network. In other words, this kind of thinking is more
‘‘fast” than ‘‘slow”, certainly in the case of rats and presumably much of the time in
humans. Likewise, when humans effortlessly comprehend and produce novel
sentences or apply their knowledge of ‘‘folk physics”, they may be relying,
unconsciously and intuitively, on cognitive causal models. This observation matters
for the argument made here (see below) because it could be that some moral
intuitions are in fact model-based, and therefore not subject to all of the limitations of
model-free learning and decision-making. At the same time, there are good reasons to
think that intuitivemodel-based reasoning will indeed be limited in ways that parallel
the limitations of model-free learning and decision-making. The reason is that
domain-specific, unconscious reasoning of any kind is bound to be rather inflexible,
even if it exhibits some notable flexibility within its domain. Take, for example, the
case of linguistic intuition. If the linguistic environment were to suddenly change so
as to make an alternative grammatical structure desirable, it would nevertheless be
very difficult, probably impossible, to change one’s linguistic intuitions on the spot.
The newly grammatical sentences would still sound ‘‘wrong”, and making the
correction will be much harder than, say, changing one’s driving route upon learning
that the location of one’s event has changed. Critically, this inflexibility is likely to
exist whether those linguistic intuitions were produced via model-free learning or
some kind of domain-specific, unconscious model of one’s language. In the same way,
even if some moral thinking relies on unconscious moral models, it will be severely
limited and inflexible insofar as those models are unconscious, since this implies that
they cannot be directly accessed and adjusted by the kind of high-level, ‘‘slow”
thinking that makes human thinking uniquely flexible. As suggested above, this point
is illustrated by the case of the rat that unknowingly consumes poison (pg. XX): Even
if the rat’s behavior is guided by a model, the rat is doomed if it cannot integrate
information about the poison into that model. At this point one might wonder why,
for present purposes, we should even bother talking about model-free vs. model-
based learning, if what really matters is the distinction between efficient ‘‘fast”
thinking and flexible ‘‘slow” thinking. I am sympathetic to this point. Indeed, I think
that the present consideration of model-based vs. model-free learning serves to
bolster a more general argument based on the limitations of intuitive moral judgment
(Greene, 2007, 2013, 2014a). Incorporating these newer ideas is very useful, however,
because some moral judgments, in addition to being intuitive, seem to have the
precise signatures of model-free learning, which enables us to make a more precise
and compelling diagnosis of their likely limitations.
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2014a; Singer, 2005), characterizing intuitions as ‘‘fast” and corre-
spondingly inflexible. I, among others (e.g., Singer, 2005; Wright,
1994), have also argued that our moral intuitions may be biased
by genetic influences (Greene, 2003, 2013, chap. 1–3). This combi-
nation heightens concerns about the rigidity of our moral ‘‘in-
stincts”: What if our moral intuitions are stuck in the Pleistocene
epoch? Even worse, what if the biological directive to spread our
genes, both now and in the past, gives us moral instincts that are
good from a biological perspective and bad from a moral perspec-
tive?6 I think these considerations give us good reasons to worry
about our moral intuitions. But Railton’s portrait of moral intuition
would seem to offer more hope: If our moral intuitions are acquired
through individual experience, rather than inherited from our ances-
tors, and if they are acquired through a sophisticated learning pro-
cess, rather than by other means, does this not give us legitimate
cause for optimism concerning their normative authority?

The answer, as we now know, is, ‘‘It depends”. Railton knows
this, too. In a section entitled ‘‘Limitations” (pp. 845–846) he pre-
views the conclusions reached above:

Statistical learning and empathy are not magic—like perception,
they can afford only prima facie, defeasible epistemic justifica-
tion. And—again, like perception itself—they are subject to
capacity limitations and can be only as informative as the native
sensitivities, experiential history, and acquired categories or
concepts they can bring to bear. If these are impoverished,
unrepresentative, or biased, so will be our statistical and
empathic responses.
Thus, as noted at the outset, we have no fundamental disagree-
ment concerning the general strengths and weaknesses of learned
affective intuition. And, as it happens, my failure to disagree with
Railton on this point recapitulates an earlier episode from the bor-
derlands between descriptive and normative psychology. Daniel
Kahneman (representing the ‘‘heuristics and biases” tradition,
focused on errors of judgment) and Gary Klein (representing the
‘‘naturalistic decision making” tradition, focused on skilled judg-
ment) co-authored a paper entitled ‘‘Conditions for Intuitive Exper-
tise: A Failure to Disagree” (Kahneman & Klein, 2009). They
conclude that, ‘‘evaluating the likely quality of an intuitive judg-
ment requires an assessment of the predictability of the environ-
ment in which the judgment is made and of the individual’s
opportunity to learn the regularities of that environment.” (pg.
515).

These shared conclusions point to the next question: Are we, as
normative moral thinkers, deploying intuitions produced by good
training algorithms operating in a good learning environment?
Or are our moral intuitions ‘‘impoverished”, ‘‘unrepresentative”,
or ‘‘biased” by our ‘‘native sensitivities”? Or, to frame our question
in the most practically useful way: Are we more likely to overesti-
mate or underestimate the reliability of our moral intuitions?

With the question framed thus, my answer is clear: We give our
moral intuitions way too much credit (Greene, 2013, 2014a). For
Railton, the observation that our affective moral intuitions are sub-
ject to certain systematic limitations serves as a cautionary caveat,
following a generally optimistic account of their authority. In my
opinion, this story buries the lede. For moral philosophers, both
lay and professional, the limitations of our intuitive moral thinking
ought to loom large.
6 The most straightforward concern here is that moral intuitions may be either
directly self-serving or indirectly self-serving by favoring in-group members (tribal-
ism). Add to this the possibility that moral judgment maybe distorted by motivations
to engage in social signaling, advertising one’s reliability as a cooperation partner
through words and deeds that may destroy more value than they create (Everett,
Pizarro, & Crockett, 2016; Jordan, Hoffman, Bloom, & Rand, 2016), as in the case of
mass internet shaming (Ronson, 2016).
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As noted at the outset, this conclusion depends on a specific
conception of moral philosophy’s primary purpose. Once again, I
believe that moral philosophy’s principal aim should be to solve
moral problems, to help us resolve practical moral disagreements
concerning live, controversial issues.7 I will not defend this philo-
sophical orientation here. It is simply my starting point, and it is
by no means shared by all moral philosophers. Aristotle (1941), for
example, is not principally concerned with resolving moral contro-
versies. Instead, his philosophy is primarily descriptive, characteriz-
ing what he believes are the psychological features and behavioral
tendencies of those who are generally, and generally regarded as,
virtuous. Likewise, Kant (1785/2002) aims to organize and justify
what he regards as good morals and is not focused on changing peo-
ple’s minds about controversial moral issues. He wants to explain
why the wrongs of everyday life are wrong, deriving from first prin-
ciples the inherent immorality of lying, stealing, and killing (Kant,
1785/2002). (And also masturbating; Greene, 2007; Kant, 1930).
His goal is to put his preferred version of commonsense morality
on a solid deductive foundation, analogous to the foundational prin-
ciples of mathematics.

As explained below, I think it’s no coincidence that Aristotle and
Kant, with their relatively optimistic views of everyday moral con-
viction, are not primarily focused on resolving moral disagree-
ments. The contrasting, problem-solving approach to moral
philosophy finds its clearest historical expression in the founding
utilitarians: Bentham (1781/1996), Mill (1863/1987), and
Sidgwick (1907). Like Kant, they sought to organize moral thinking,
but they were also social reformers, challenging some of the most
firmly heldmoral convictions of their day. They argued against slav-
ery, supported free speech and free markets, and defendedwhat we
now call women’s rights, worker’s rights, animal rights, and even
gay rights (Bentham, 1978; Driver, 2009). As I will explain, it’s like-
wise no coincidence that these social reformers questioned the
authority of moral intuition. In the next two sections we’ll consider
two ways by which biased moral intuitions can be acquired.
6. Applied moral philosophy and the ‘‘bad training problem

When focused on real-world moral disagreements, it’s hard to
be anything but skeptical about people’s moral intuitions. You
might think that your own moral intuitions are splendid, but it’s
hard to feel that way about moral intuitions in general. This is
because, as Haidt (2001, 2012) has compellingly argued, most
real-world moral disagreements are fueled by conflicting moral
intuitions. When people disagree about abortion, capital punish-
ment, gay marriage, or the distribution of wealth within and across
nations, they are not (merely) disagreeing about relevant facts and
principles. They have very different gut feelings about what’s right
or wrong in these cases. When moral intuitions conflict, moral
intuitions must be wrong at least 50% of the time.

Nevertheless, this pessimistic account of moral intuitions in
conflict is consistent with the optimistic thought that most peo-
ple’s moral sensibilities are pretty good for most everyday pur-
poses. As I’ve argued elsewhere (Greene, 2013), it’s useful to
divide moral problems into two categories: ‘‘Me vs. Us” and ‘‘Us
vs. Them”. The moral problems that we’re forced to address in
our everyday lives are generally of the ‘‘Me vs. Us” variety. They
are about cooperation in the broadest sense, the ‘‘Tragedy of the
Commons” (Hardin, 1968), the perennial tension between self-
7 One might suppose that moral philosophy, in addition to resolving disagreement,
should also work to disrupt unjustified agreement. I agree (with good justification!)
that philosophy may play such a role, but in practice at least one person must
disagree, or at least harbor a doubt, in order to begin such a process. I would be very
surprised if there are examples of societal shifts in moral attitudes that did not begin
with advocates who rejected the prevailing consensus.
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interest and the interests of others. The most familiar and basic
moral norms, the kind we first learn as children, address the ‘‘Me
vs. Us” problem, placing restrictions on what any given Me may
or may not do to a member of Us: No hitting, stealing, lying,
promise-breaking, etc. These relatively concrete norms are varia-
tions on the most celebrated (and variously interpretable) norm
of all, the Golden Rule, which instructs people to treat the other
members of Us the way one would like to see Me treated.

Returning to Railton’s case for optimism about moral intuition,
it’s worth noting that his examples of successful affective intuition
are drawn from life within the tribe. Consider, first, the lawyer. She
wins her case through adept social cognition, reading the thoughts
and feelings of others and figuring out what she needs to say and
do in order to win their agreement. (And this need not be cynical
or merely strategic. She may very much believe in the argument
she is making.) In light of our discussion of learning mechanisms,
her success should come as no surprise. After a lifetime of negoti-
ating relationships with other humans, and after years of trial-and-
error in the courtroom, we would expect her social ‘‘instincts” to be
well attuned. She’s had a good, representative training set and a
good, value-aligned training algorithm.

Now consider, once again, the case of Mark and Julie, the inces-
tuous siblings. Here, too, our sense that their behavior is risky and
foolish is grounded in relevant experience, but in this case the
experience is more likely to be evolutionary and cultural rather
than personal. The gut feeling that says, ‘‘I don’t even want to think
about it” is not a particularly controversial one, signaling a split
between moral tribes. Instead it comes, at least in part, from our
species’ learning over evolutionary time that matings between
close relatives are likely to produce diseased offspring
(Lieberman, Tooby, & Cosmides, 2007). In addition to whatever
genetic dispositions against incest we may have, human tribes
may have also learned over historical time that sexual relation-
ships and sibling relationships don’t mix well. Here, too, we have
what is plausibly a good data set and a good training algorithm.
With respect to the biological basis for the incest taboo, the data
may not be representative because Mark and Julie are (by stipula-
tion) using adequate birth control. But insofar as Mark and Julie
really are playing Russian roulette with their relationship, that
implies that such behavior carries a high risk of bad consequences.
And that implies that the intuitive judgment that Railton here
defends is backed up by good data.

Cases like that of Mark and Julie contrast with cases of public
moral controversy. These are conflicts, not between isolated indi-
viduals, but between groups with competing moral values and
interests, cases of ‘‘Us vs. Them”. Such problems are beset by what
I have called the ‘‘Tragedy of Commonsense Morality” (Greene,
2013, chap. 3). This is the problem of cooperation one level up, at
the level of groups rather than individuals, fueled by incompatible
moral intuitions that are common sense within groups, but not
between groups. Here the problem arises not from simple selfish-
ness, but from tribalism, selfishness at the level of groups. It also
arises from disagreements about how social life should be orga-
nized, disagreements concerning the terms of cooperation within
a tribe: Collectivist vs. individualist (Henrich et al., 2001), punitive
vs. peace-making (Nisbett & Cohen, 1996), egalitarian vs. hierarchi-
cal (Kahan et al., 2011, 2012), and so on. In addition to favoring dif-
ferent terms of cooperation, tribes differ in their attitudes about
sex and death, the gas pedals and breaks of tribal growth. Finally,
they differ in their ‘‘proper nouns”, the particular individuals, texts,
traditions, etc. that are invested with moral authority, giving rise to
many moral differences that are effectively arbitrary.

My general conclusion is that our moral intuitions do a pretty
good job of dealing with the perennial problems of everyday moral
life (‘‘Me vs. Us”) and do a much worse job of handling disagree-
ments across tribes (‘‘Us vs. Them”) (Greene, 2013). This conclu-
ral intuition and the limits of affective learning. Cognition (2017), http://dx.
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sion, which fits well with the available psychological research
(chap. 2–3), also makes perfect evolutionary sense (chap. 1). To
the extent that we evolved biologically for social life, it’s because
living together as social beings provides a competitive advantage.
We are able to put ‘‘Us” ahead of ‘‘Me” precisely because our capac-
ity for cooperation within a tribe, our capacity for teamwork,
enables Us to outcompete Them. Evolution does not select for crea-
tures that are universally cooperative, as there is no competitive
advantage in this, and natural selection depends on competition.
Nor is it possible for our genes to encode specific programs that tell
us how to be successful selective cooperators across the full range
of possible human tribes. Instead, we have evolved to learn how to
be successful members of the tribes into which we are born (Haidt,
2001, 2012; Henrich, 2015). And this requires the integrated oper-
ation of ‘‘native sensibilities” and sophisticated learning abilities.

What this suggests, most immediately, is that our moral intu-
itions concerning members of other tribes are likely to be unreli-
able. That is, we may be prone to racism, nationalism,
xenophobia, etc. And, indeed, Railton identifies racism as a critical
failing of affective intuition (pp. 845–846). But the problem of trib-
alism is, as suggested above, much broader than that. Morally con-
tentious topics such as abortion, capital punishment, climate
change, and national health insurance are not explicitly about
‘‘Us vs. Them”, but our views on these matters are likely to be heav-
ily influenced, and in some cases completely dominated (Cohen,
2003), by our tribal identities, allegiances, and interests. As Kahan
and colleagues have argued (Kahan et al., 2011, 2012), persistent
political disagreement over what would appear to be purely factual
issues, such as the reality and causes of rising global temperatures,
make a lot more sense if we view people as attempting to solve a
local social problem rather than a global empirical problem. What
a sophisticated affective learner may glean is that, around here,
believing in climate change (or doubting its reality) is not very
rewarding. And likewise for our attitudes about abortion, gay mar-
riage, government-supported healthcare, terrorism, and so on.

Thus, when it comes to the moral problems that divide us, our
intuitive judgments are dogged by the second problem identified
above, the bad training problem. It’s possible that, sometimes,
our sophisticated affective learning mechanisms enable us to learn
our way out of our tribal biases. To take an example of Railton’s
(pp. 850–851), many Americans have recently shifted their views
about same-sex marriage, and gay rights more generally. Railton
suggest, very plausibly, that this shift was largely intuitive, pro-
moted by feelings of connection with, and empathy for, relatives,
friends, and co-workers who, until recently, would have remained
closeted.8 More generally, there are good reasons to think that we
are slowly developing post-tribal, moral sensibilities (Pinker,
2011). But given that our tribal disagreements are generally fueled
by conflicting moral intuitions, and assuming that these culturally
variable intuitions are not differentiated genetically, we can be con-
fident that our affective learning mechanisms plenty often get us into
our tribal biases.

With this in mind, we can revisit Railton’s lawyer case, which
includes an intertribal element that I’ve not yet mentioned. The
8 While this is certainly a case in which views have shifted on a matter of intertribal
disagreement, it may also be an unusual case in which tribal commitments have
facilitated the march of moral progress. Many have marveled at how quickly attitudes
on same-sex marriage (etc.) have shifted, especially in light of what seems to be
slower progress on matters of race. This difference in the speed of change may be due
to the fact that many gay people have an insider tribal advantage. Gay people are
routinely born into families and cultures that are hostile to gay people, but a White
couple with strong racial biases, for example, will not unexpectedly find themselves
the parents of a Black child. The rapid advance in gay rights, then, may be because the
moral tension is as much intratribal as it is intertribal. If gay people were only born
into gay-friendly families and cultures, I suspect that the cause of gay equality would
not have progressed so quickly.
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defendant, who’s been accused of murder, is a member of a disad-
vantagedminority. InRailton’s story, the lawyer succeedsbymaking
a successful emotional appeal to the jury’s higher ideals of justice. At
one point she urges them, with a subtle pause, to prevent racial bias
from clouding their judgment: ‘‘My client just happened to be the
right height, weight, . . . and color . . .” I assume that Railton’s suc-
cessful lawyer is on the side of the angels in this case, althoughwe’re
never told that explicitly. Assuming she is, let’s consider a version of
this story inwhich she’s less successful thanks to amore formidable
opponent. Suppose that the opposing prosecutor is evenmore affec-
tively attuned than she is. He plays his ‘‘dog whistle” perfectly, sub-
tly activating the jury’s fears and prejudices, all the while obscuring
the evidence just enough to allow those darker feelings to take con-
trol. And thus an innocent man is convicted of murder.

As noted above, Railton is aware that affective attunement can
be destructive in precisely this way. My point in twiddling the nobs
on this example is to highlight the persuasive role played by fac-
tors that are, from a purely psychological perspective, incidental
in the original example. The original case of the attuned lawyer
paints an optimistic picture of moral intuition, not only because
it illustrates the subtlety and complexity of intuitively informed
judgment, but also because it aligns, in an entirely optional way,
the lawyer’s being socially and emotionally attuned with the law-
yer’s being morally right. Psychologically speaking, the winner in
Railton’s original case is not so much morally good attunement,
but socially effective attunement, which may be used for good or
ill. And, as I’ve emphasized, ‘‘for ill” is not at all uncommon when
moral tribes clash.
7. Normative ethics and the ‘‘bad data problem: a tale of three
rats

Most moral philosophy is not about specific, real-world contro-
versial topics such as abortion and raising taxes. Instead, moral
philosophers address more general, theoretical, and abstract prob-
lems. This is for good reason. The deeper one digs into specific
moral controversies, the more one encounters recurring abstract
questions: Which entities deserve full moral consideration and
why? What makes someone a responsible moral agent? What role
should personal loyalties play in one’s decisions? How should we
weigh individual rights against the good of others? If we are to find
philosophically satisfying answers to specific, practical moral ques-
tions, it seems, we’re going to have to find some satisfying general
moral principles. And this is what many philosophers, myself
included, have set out to do.

How do you know if you’ve found a good principle? One strat-
egy for finding good principles is to logically derive them from self-
evident premises. While there have been some famous attempts to
do just this (Kant, 1785/2002), there are no substantive moral prin-
ciples (ones that can be used to resolve real moral controversies)
that are generally agreed to have been so derived. In lieu of moral
theorem-proving, a more widespread approach to testing moral
principles is to consider their implications under various circum-
stances and to ask whether those implications seem morally
acceptable. In other words, we can test moral principles in some-
thing like the way we test scientific theories. But rather than test-
ing moral theories against empirical data, we test them against our
intuitions or ‘‘considered judgments” about specific cases, or types
of cases. Principles that seem to get things mostly right, but not
completely right, may then, like scientific theories, be modified
in hopes capturing more of the ‘‘data”. This method, which is very
old (Plato, 1987), and perhaps inevitable, has been dubbed the
method of ‘‘reflective equilibrium” (Rawls, 1971).

With this ubiquitous approach to moral theorizing in the back-
ground, I’ll make two points in this section: First, the method of
ral intuition and the limits of affective learning. Cognition (2017), http://dx.
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case differ in that the relevant affective responses are positive in the first case and
negative in the second. The neural substrates of reward and punishment are highly
overlapping, but not identical.
11 In Railton’s variation one saves oneself and a busload of others by pushing an
innocent person into a terrorist with a bomb, who is about to board the bus. Both get
actively and intentionally pushed, and die from the explosion as the bus pulls away.
In his informal surveys, Railton finds that most people approve of this action. This is
an interesting and complicated case, with many additional factors introduced. It may
turn out that this action does trigger a negative emotional response similar to that of
the footbridge case, but that it is, due to the context, easily overridden or defused.
Speaking for myself, I would feel better about allowing the man to fall into the
terrorist and out the door than I would feel about pushing him. And I would feel
better about knocking them both off the bus as a foreseen side effect of pulling a lever.
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reflective equilibrium is unlikely to succeed so long as we allow
our moral intuitions to escape scientifically informed reevaluation.
And this is true even when our intuitions are acquired through
sophisticated learning processes. To make progress, we must aim
for what I have elsewhere called ‘‘double-wide” reflective equilib-
rium (Greene, 2014a). This means factoring into our moral theoriz-
ing, not only candidate principles and particular judgments, but
also an understanding of the strengths and limitations of the cog-
nitive processes that produce those principles and judgments. I
have argued, more specifically, that when we factor in a better sci-
entific understanding of moral psychology, consequentialism9 will
become more attractive (Greene, 2007, 2013, 2014a). My second
point in this section—as a case in point—is that a computational per-
spective on moral learning makes consequentialism more attractive.
More specifically, the foregoing account of moral learning explains
why there is a natural alignment between consequentialism and
the more flexible type of learning described above, i.e. model-
based learning and deciding. (See also Cushman, 2013 and Greene,
2013, chap. 8) Combine this with the premise that difficult moral
problems require model-based thinking, and we have a case for
consequentialism.

Consider the rat in the devaluation paradigm. After being exten-
sively trained to press the lever for food, the rat is removed from
the apparatus, allowed to feed ad libitum, and then returned to
the apparatus. Upon return, he presses the lever over and over,
leaving a pile of unwanted food pellets on the floor. Were this an
English-speaking rat, you might ask him what he’s doing: ‘‘You
don’t seem to want the food. Why do you keep pressing?” If he’s
a simple sort of rat, he might shrug and say, ‘‘I don’t know. I just
feel like pressing.” Or perhaps a lame excuse: ‘‘I really need the
exercise”. A more philosophically minded rat, however, might
insist that he presses the lever for a more noble reason. He does
this, he explains, not to receive some crass reward, but out of a
sense of duty. And if such a rat were inspired by the success of
mathematics, he might attempt to derive this rat-a-gorical imper-
ative from principles of pure rodent reason.

A different rat philosopher might conceive of this question—to
press or not to press?—as a fundamentally a matter of character.
She might opine that any rat who can sit, unmoved, in an appara-
tus like this, with a lever like that, must be poorly attuned to the
subtle contours of rodent virtue.

Finally, a third philosopher rat might observe herself pushing
the lever, recognize that it’s not doing anyone any good, and stop
pressing. She might feel a bit uncomfortable about this. Like the
other rats in this experiment, she has the strong sense that the
lever simply must be pressed. And, what’s more, she knows from
experience that such feelings are generally worth heeding. But
she also knows that, in this unusual situation, foisted upon her
by fiendish experimenters, her feelings are very likely misguided.
And so, with some hesitation, she decides to take a rest and save
her strength for some more productive enterprise.

Humans, of course, live in more complicated worlds and have
more nuanced philosophical ideas than these whiskered versions
of Kant, Aristotle, and Mill. But with respect to the underlying neu-
robiology and corresponding cognitive mechanisms, these rodent-
human comparisons may be startlingly apt (Blair, 2007; Crockett,
2013; Cushman, 2013). Consider, as ever, the footbridge case.
Ample evidence, which I will not review here (Greene, 2013,
2014a, 2014b), shows that people judge it wrong to push the
9 Consequentialism is the view that consequences are the ultimate source of value
and that whether actions are right or wrong is ultimately a function of their
consequences alone. Utilitarianism is the more specific view that consequences
should be assessed impartially and that consequences are to be measured in terms of
their effects on experienced well-being—roughly, the reduction of suffering and the
promotion of happiness.
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man off the footbridge because of an affective response to actions
of this sort, independent of their net consequences (Miller,
Hannikainen, & Cushman, 2014). What’s more, the neural circuitry
that enables this response (involving the amygdala and vmPFC,
among other regions) appears to be the very same circuitry that,
in a rat, would prevent it from pressing a lever that has previously
delivered a shock (Blair, 2007; Crockett, Clark, Hauser, & Robbins,
2010; Glenn, Raine, & Schug, 2009; LeDoux, 2000; Phelps,
Delgado, Nearing, & LeDoux, 2004; Shenhav & Greene, 2014).10

With respect to this action’s triggering features, what seems to
matter is that this harmful action is active, intentional (as opposed
to merely foreseen, or accidental), and that it involves pushing, i.e.
a direct application of ‘‘personal force” (Cushman et al., 2006;
Greene et al., 2009). This is not the last word on the distinguishing
features of the action in the footbridge case, and, as Railton
observes, one can construct cases involving actions that have these
features and that, nevertheless, don’t seem quite so bad.11 Never-
theless, these features do seem to have a reliable effect. Indeed, they
seem to define our very concept of ‘‘violence”: It’s hard to envision
an action by which one person harms another actively, intentionally,
and through the direct application of personal force that is not nat-
urally described as ‘‘violent”.

How is it, then, that we are disposed to respond so negatively to
the action in the footbridge case? Why does it make the hair on our
amygdalas stand up (Glenn et al., 2009; Shenhav & Greene, 2014)?
As Crockett (2013) and Cushman (2013) argue, following on
related ideas from Blair (2007), it’s probably because we’ve used
our mammalian brains to learn from our own experiences, and
indirectly from those of others (Olsson, Nearing, & Phelps, 2007;
Olsson & Phelps, 2007), that violent actions tend to have bad con-
sequences. Such actions are bad for the victims. This, combined
with some empathy or sensitivity to distress cues (Blair, 1995;
Blair, Jones, Clark, & Smith, 1997; Singer et al., 2004), may make
such actions aversive. Moreover, in a typical social group, such
actions are likely to elicit punishment, whether through social dis-
approval, material deprivation, or bodily harm. In any case, the
available evidence suggests that we recoil at the actions that we
call ‘‘violent” because we have, either directly or indirectly, been
trained to find such actions aversive. And this is a good thing
because, once again, such actions tend to produce bad
consequences.

With all of this in mind, let’s now consider the fiendish perver-
sity of the footbridge case. What this case essentially does is take a
kind of behavior that very reliably produces bad consequences in
the real world and says, ‘‘Suppose that this is guaranteed to pro-
duce the best possible consequences. Now do you like it?” The
But I take Railton’s point that the features identified above and in previous
experiments (action, intention, personal force) need not be entirely determinative
of the emotional response to the action. Our affective responses may be attuned to
other contextual features that we’ve yet to explore. However, what matters for
present purposes is something that Railton would not dispute, which is that our
affective responses to actions such as these depend on their direct or indirect
reinforcement histories and are therefore likely to give biased responses if trained
with unrepresentative data.
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12 It’s true that judgments favored by utilitarianism may, in addition to being
supported by impartial cost-benefit reasoning, be supported by intuition. In fact, this
is generally the case for uncontroversial moral judgments. For example: Is it okay to
push people off of footbridges because you don’t like the way they dress? Here
impartial cost-benefit thinking and the dominant, action-based affective response
agree. But the critical point above is that utilitarian judgment does not depend on the
support of such affective responses, as illustrated by cases such as the footbridge case.
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footbridge case takes the moral maze of everyday life and turns it
upside down. It transforms behavioral poison into reward, revers-
ing the most reliable of connections between social action and
social consequence. Should we trust our intuitions about this case?
Everything we have learned about affective learning says ‘‘No”. If
our task is to evaluate a case in which—truly—the best possible
outcome is produced by an act of lethal violence, perpetrated
against an innocent person, then we are operating with very bad
training data.

And yet philosophers have generally drawn a very different
conclusion from cases like this one. The general lesson that
philosophers have taken from this and similar cases is that conse-
quentialism, and utilitarianism more specifically, must be wrong:
Any theory that endorses pushing the man off the footbridge must
be deeply flawed. Of course, this conclusion was not reached solely
because of the footbridge case. For decades, ethicists have reflected
upon, and reacted strongly to, the hypothetical consequences of
promoting the greater good. Rawls (1971), for example, asks us
to evaluate a society in which happiness is maximized when a
majority enslaves a minority. Nozick (1974) asks us to imagine a
monster that gets more happiness out of eating a person than a
person gets out of her entire life. Sandel (2009), in his introduction
to moral and political philosophy, devotes most of the chapter on
utilitarianism to a string cases in which doing horrible things is
artificially stipulated to promote the greater good. Examples
include Romans delighting in the spectacle of lions tearing Chris-
tians to pieces, a society whose well-being inexplicably depends
on a single child’s being locked away in miserable solitude, and,
for good measure, the footbridge case. Of course, there have been
many abstract theoretical arguments levied against consequential-
ism, but in my estimation (and the estimation of countless intro-
ductory textbook authors), it’s our gut reactions to this theory’s
hypothetical implications that really puts it on the ropes.

Elsewhere I have offered a more systematic, scientifically forti-
fied, defense of consequentialism/utilitarianism (Greene, 2013),
and that is not my purpose here. Here, my more specific point is
this: Given what we know about the mechanics of affective learn-
ing, we cannot possibly give consequentialism a fair hearing if we
insist on evaluating it based on our feelings about its hypothetical
implications. To do this is to insist that we rely on intuitions
trained on bad data. The data are bad, not because they are bad
for guiding judgment in everyday life (‘‘Me vs. Us”), but because
they are bad for guiding judgment in hypothetical worlds in which
the usual relationships between actions and consequences are
reversed. All of this suggests, more generally, that we can’t trust
our intuitions about strange hypothetical cases.

At this point, some readers may be surprised to hear me, a long-
time fan of trolley dilemmas, say such a thing. To be clear, I am a
fan of trolley dilemmas as scientific tools, not as normative guides.
Trolley dilemmas are useful, not because they are representative,
but because they are artificial high-contrast stimuli that enable
us to dissociate cognitive processes that are otherwise hard to dis-
sociate (Cushman & Greene, 2012). The understanding that we gain
from studying trolley dilemmas (etc.) helps us understand why we
shouldn’t rely on them for normative guidance. Indeed, I got into
the business of studying moral dilemmas scientifically because I
was, and continue to be, skeptical of their apparent normative
implications.

Being wary of weird hypothetical cases (and real cases that are
comparably weird) sounds like simple common sense. But, as
noted above, much of the most influential moral theory over the
last century has ignored this advice. Part of the problem is that
the hypotheticals don’t need to seem all that strange in order to
lead us astray. Consider, for example, Rawls’ assumption that util-
itarianism could, under some not-too-implausible circumstances,
endorse slavery. The idea that slavery could maximize happiness
Please cite this article in press as: Greene, J. D. The rat-a-gorical imperative: Mo
doi.org/10.1016/j.cognition.2017.03.004
is in fact extremely unrealistic (Greene, 2013, pp. 275–284). For
slavery to maximize happiness it would have to be the case that
the typical slave owner gets more happiness out of owning a slave
than the typical slave loses by being enslaved. Put it this way:
Would you choose to be a slave for half your life in order to have
a slave (or equivalent economic benefits) for the other half? Is
there any realistic world in which your answer would be ‘‘yes”?
If our collective answer to these questions is a resounding ‘‘no”,
then a world in which slavery maximizes happiness is, in fact, a
very, very unrealistic world, one in which ‘‘slavery” means nothing
like what it means to us in this world.

Testing moral principles against our intuitions about strange
hypothetical cases is a general problem for moral theorizing, but
this problem is especially acute for consequentialism because this
philosophy affords itself such little wiggle room. Because conse-
quentialism is systematic (giving definite answers to all cases,
given enough empirical information) and specific concerning what
matters (aggregate happiness, in the case of utilitarianism), it gives
critics an unlimited ability to construct intuitively damning hypo-
theticals against it. Virtue-theory is sufficiently vague that no Aris-
totelian will ever be forced to approve of a nasty-feeling
hypothetical behavior. Likewise, if a Kantian with a straightfor-
ward principle (‘‘Lying is wrong”) is caught in a difficult situation
(‘‘But what about saving someone’s life by lying to a would-be
murderer?; Kant, 1983), the Kantian can always hold out for a
more sophisticated interpretation of the principle in question. Such
moral theorists give themselves ample wiggle room to avoid get-
ting trapped by unpleasant hypotheticals. But a consequentialist/
utilitarian, by being systematic and precise, has nowhere to hide
(Greene, 2014a). For any action that feels terribly, horribly wrong
because of its typical real-world bad consequences, one can always
construct an unrealistic hypothetical world in which its conse-
quences are artificially stipulated to be good. And if we are willing
to trust such intuitions, trained up on unrepresentative data, then
our moral theorizing will inevitably be distorted.

Before closing, I’d like to address one lingering question about
the role of intuition in moral theorizing. It’s sometimes said that
one cannot avoid relying on moral intuition because all moral
judgment ultimately comes down to intuition. For example, in
the footbridge case, isn’t the intuition that it’s wrong to push the
man simply competing with the ‘‘intuition” that it’s better to save
more lives? No. And, here, the distinction between model-free and
model-based strategies helps us understand why. It is true that the
utilitarian judgment ultimately comes down to one or more brute
claims of value, such as the claim that happiness is good or the
claim that (ceteris paribus) more people’s being happy is better
than fewer people’s being happy. But these core utilitarian pre-
mises are not tied to specific actions or action types.12 Instead they
are instances of what Sidgwick (1907) called ‘‘philosophical intu-
itions”, which he contrasts with ‘‘perceptual” and ‘‘dogmatic” intu-
itions about specific actions and classes of actions, respectively.
The difference between model-free and model-based decision-
making is not that one involves some kind of rock-bottom, affective
judgment of value, while the other does not. The difference, instead,
is that model-free learning, unlike model-based learning, attaches
values directly to actions (in context), independent of their conse-
quences. In other words, model-free learning gives us intuitions that
are ‘‘perceptual” or ‘‘dogmatic”. By contrast, for a model-based agent,
ral intuition and the limits of affective learning. Cognition (2017), http://dx.
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the value is attached to the goal, a consequence, and actions acquire
value based on an understanding (a model) of which actions are
likely to lead to which consequences. Thus, all moral judgment
involves some kind of brute evaluation (an ‘‘intuition” of some kind
at some level), but some evaluations are of broad goals that apply
across countless contexts, while others are automatic responses to
specific actions and action types.

Finally, the distinction between model-free and model-based
valuation helps us understand, in a deeper way, what consequen-
tialism is really all about (Crockett, 2013; Cushman, 2013; See also
Greene, 2013, chap. 8). Consequentialism isn’t just another moral
theory, supported by it’s own set of intuitions. Consequentialism
is what you get when you apply model-based thinking to the gen-
eral problem of morality at the level of first principles. Consequen-
tialism says that the only thing that ultimately matters is
consequences and that actions derive their value from their rela-
tion to consequences. In other words, ‘‘the good” comes before
‘‘the right”. Consequentialism does not say that it is always good
to think in terms of costs and benefits. Doing this might result in
very bad consequences, thanks to our inherent cognitive limita-
tions and biases (Hare, 1981). Instead, consequentialism says that
sometimes, probably most of the time, it’s best to make moral deci-
sions in a model-free way, relying on what we hope are good moral
habits. But, says consequentialism, the ultimate standard by which
to judge our moral thinking is its consequences.

Deontology and virtue ethics deny this. They say that some-
times the right thing to do is not the action that produces the best
consequences, and they say that the right way to think in general
may not be the kind of thinking that generally produces the best
consequences. What this amounts to is a willingness to favor
model-free thinking over model-based thinking at the level of first
principles, to insist that our deepest moral insights come from—or
just happen to coincide with—a process designed to give good-
enough behavioral guidance in a computationally cheap way.
8. Conclusion

Can we trust our moral intuitions? It depends on what we are
trying to do. If our goal is to navigate the give-and-take of everyday
social life, then our moral intuitions are likely to serve us relatively
well. But if our goal is to solve moral problems, to answer contro-
versial or philosophically challenging moral questions, the limita-
tions of our intuitive judgments loom large.

Does it help if our intuitions are acquired through sophisticated
learning mechanisms (Railton, 2014)? My answer is a qualified
‘‘No”. The science of affective learning teaches us, in a more precise
way, just how misguided it is to trust our moral intuitions—at least
in cases of moral disagreement, both external and internal. My
claim is not that our moral intuitions are always wrong in such
cases, but rather that they will be wrong too often for us to rely
on them. When it comes to real-world moral controversies, our
intuitions are too often given bad training by an affective learning
system that helps us get along with our tribe-mates by reinforcing
our tribal biases. And when it comes to moral theorizing, we fall
prey to bad data, relying on moral intuitions that have been trained
up in one maze and then tested in another. As moral theorists, we
mistakenly expect our intuitive moral imperatives to apply in all
possible worlds, no matter how different those worlds are from
the world in which our moral intuitions were acquired. We fail
to appreciate that our moral feelings are, by their very nature,
approximations of something else, and that, sometimes, that
‘‘something else” is not worth approximating.

Amidst this pessimism, I want to close by highlighting and
amplifying a more optimistic message. As Railton observes, our
moral intuitions do not ‘‘bear upon their sleeves the seal of validity”
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(pg. 833). Consequently, he urges us to learn more about the mech-
anisms of moral learning, to better understand when our moral
intuitions are likely to serve us well and when they are not. Thanks
to our capacity for ‘‘slow,” domain-general, model-based thinking,
we need not be slavishly bound by our model-free habits. We don’t
have to press the lever simply because it feels like the right thing to
do, and we don’t have to build our moral theories around the idea
that we ought to. Instead, we can model our own moral thinking
and use that understanding to make better decisions. Science can’t,
by itself, tell us what’s right or wrong. But if our goal is to solve dif-
ficult moral problems, a scientific understanding of moral thinking
may be our best hope for progress.
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